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Background

• Optimization Objectives for VLMs: 

mitigating catastrophic forgetting, 

optimizing performance on the current task

preserving zero-shot capabilities

• Conventional continual learning approaches are insufficient for VLM fine-

tuning, as they struggle to maintain the crucial zero-shot capabilities

• Continual learning methods designed for VLMs either requires reference 

dataset or the careful tuning of multiple hyperparameters 

. 



Motivation

• Due to limited memory resources for storing data and models, continual learning 

faces the critical challenge of balancing stability and plasticity.

What if we could “preserve all fine-tuned models” with minimal memory overhead?

• However, simply retaining past fine-tuned models falls short in addressing 

knowledge transfer and generalization. 

Could we leverage the capabilities of pretrained VLM to address these challenges? 



Methods
• We introduce model fusion to VLMs and propose a novel Decoupling-

Unifying framework compatible with PEFT and full-finetune paradigms.



Methods 
Delta Models Continually Fusion at Training Stage :

1. Tuning Individually ：

finetune pre-trained VLM on Current Dataset t to get 𝜃𝑡

subtracting 𝜃𝑡 from pre-trained model 𝜃0 to obtain delta model 

𝛿𝑡 = 𝜃𝑡 − 𝜃0

2. Decoupling Unified Model :

apply Task Triggers on Unified Model to reconstruct models 

ሚ𝛿𝑖 = 𝜆𝑖𝑀𝑖⨀ 𝛿1:𝑡 ෨𝜃𝑖 = ሚ𝛿𝑖 + 𝜃0

3. Unifying Models :

combine reconstructed models ሚ𝛿𝑖and 𝛿𝑡 to get unified delta 

model 𝛿1:𝑡 = unify( ሚ𝛿1, ሚ𝛿2⋯𝛿𝑡)



Methods 
Semantic-Based Aggregating Mechanism at Inference Stage:

1. Computing Prototypes :

for each category in each task, we save its prototype during training

2. Aggregating Predictions :

• for a test image with task-id we directly use the corresponding 

reconstructed model to make prediction

• for a test image without task-id or from unseen tasks

use pre-trained VLM to extract its image feature

calculate cosine similarity between test feature with prototypes

for each task select highest similarity score then choose K-highest tasks

weighted fuse the predictions of corresponding selected K models 



Experiments : MTIL 
We evaluate our method on Multi-domain Task Incremental Learning (MTIL) benchmark



Experiments : few-shot MTIL 
We evaluate our method on few-shot Multi-domain Task Incremental Learning (few-shot MTIL) benchmark



Experiments : task-agnostic MTIL
We evaluate our method on task-agnostic Multi-domain Task Incremental Learning benchmark



Analysis : Theoretical Analysis 

Detailed Theoretical Analysis and Proof can be Found from Our Paper https://arxiv.org/pdf/2503.10705



Analysis : Visualization 

We perform t-SNE visualization of features extracted from training data of 10 categories from Task1 ( AirCraft )

Fig 1:Pre-trained Model Fig 2:Session 1

Fig 3:Session 1 Fig 4:Session 6 Fig 5:Session 11

• From Fig1 and Fig2, the fine-tuned task-

specific model 1 shows significantly better 

data discrimination onTask1  compared to the 

pre-trained VLM

• Fig3 to Fig5 indicates that the task-specific 

model reconstructed by ConDU closely 

matches the representation ability of the 

model obtained through initial fine-tuning.
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