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Conventional continual learning methods are insufficient for VLM fine-tuning, 

as they struggle to maintain the crucial zero-shot capabilities. Relatively few 

methods have been proposed for continual learning of VLMs.  

Methods

Introduction

Training Stage : Continual Decoupling and Unifying

• Mitigating catastrophic forgetting 

• Optimizing performance on current task 

• Preserving zero-shot capabilities

Inference Stage : Semantic-Based Voting Mechanisms 

Results

Benchmark: Multi-domain Task Incremental Learning

Contribution
• Introduce model fusion to continual learning for VLMs

• Propose a novel Decoupling-Unifying framework, compatible 

with PEFT and full-finetune paradigms.

• Propose a semantic-based voting mechanism for prediction in 

zero-shot scenarios.

• Extensive experiments on multiple benchmarks

1. Tuning Individually :

Finetune pre-trained VLM on Current Dataset t to get 𝜃𝑡

Subtracting 𝜃𝑡 from pre-trained model 𝜃0 to obtain delta model 

𝛿𝑡 = 𝜃𝑡 − 𝜃0

2. Decoupling Unified Model :

Apply Task Triggers on Unified Model to reconstruct models 

ሚ𝛿𝑖 = 𝜆𝑖𝑀𝑖⨀ 𝛿1:𝑡 ෨𝜃𝑖 = ሚ𝛿𝑖 + 𝜃0

3. Unifying Models :

Combine reconstructed models ሚ𝛿𝑖and 𝛿𝑡 to get unified delta model 

𝛿1:𝑡 = unify( ሚ𝛿1, ሚ𝛿2⋯𝛿𝑡)

1. Computing Prototypes :

For each category in each task save its prototype during training

2. Aggregating Predictions :

a test image with task-id 

reconstructed model to make prediction

a test image without task-id or from unseen tasks

Use pre-trained VLM to extract its image feature

Calculate cosine similarity between test feature with prototypes

Each task select highest similarity score then choose K-highest tasks

Weighted fuse the predictions of corresponding selected K models 

Optimization Objectives :Limitation of  Conventional Methods :

Analysis

Theoretical Analysis

t-SNE Visualization of Feature Space
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Detailed Implementation of Unifying and Decoupling

Framework of ConDU

ConDU maintains a unified model, a set of task triggers, and a series 

of prototype sets throughout the continual learning process. 


